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these methods are very good candidates for the computa-
tions of the time-dependent compressible flows. AlthoughFour explicit type time marching methods, including one pro-

posed by the authors, are examined. The TVD conditions of these methods succeed in different cases, detailed compari-
this method are analyzed with the linear conservation law as the son is still lacking and the choice among these methods is
model equation. Performance of these methods when applied to rather a matter of taste. In this paper, four kinds of the
the Euler equations are numerically tested. Seven examples are

explicit time marching methods are compared with thetested, the main concern is the performance of the methods when
same spatial discretization implemented. The four methodsdiscontinuities with different strengths are encountered. When the

discontinuity is getting stronger, spurious oscillation shows up for tested are the Euler forward method, the predictor–
three existing methods, while the method proposed by the authors corrector method, the Runge–Kutta method, and one pro-
always gives the results with satisfaction. The effect of the limiter posed by the authors.
is also investigated. To put these methods in the same basis for

As is well known nowadays, with high order of accuracy,the comparison the same spatial discretization is used. Roe’s solver
linear schemes will generate spurious oscillation whereveris used to evaluate the fluxes at the cell interface; spatially second-

order accuracy is achieved by the MUSCL reconstruction. Q 1997 the solution is not smooth. Recently, the concept of TVD
Academic Press [7] has been widely adopted to prevent the spurious oscilla-

tion. The methods studied in this paper are thus derived
in their TVD form. The linear scalar conservation law is

1. INTRODUCTION used to analyze the conditions for different methods to
be TVD. To put all methods in the same basis for theFor computation of the inviscid compressible flows the
comparison, the fluxes at the cell interface are evaluatedEuler equations are generally represented in the conserva-
with Roe’s solver [5], the MUSCL approach [4] is adoptedtion law form as a hyperbolic system. Lacking the mathe-
to get second-order accuracy in space.matic tool to analyze this nonlinear system, the linear scalar

Originated by Van Leer [3] and also by Boris and Bookconservation law is frequently used as the model equation
[2], a nonlinear function, called a limiter, should be usedfor theoretical analysis of the numerical methods. The
to make a second-order scheme TVD. The choice of themethods can then be applied to the Euler equations and
limiter function is, in general, problem dependent. In manyjustified by the numerical experiments. However, there is
circumstances the choice of the limiter is no more than astill some difference between the theoretical analysis and
rule of thumb. In this paper, the performance of differentreal application to the Euler equations, especially when
methods with different limiters are also examined.strong discontinuity is involved in the solution.

This paper is composed of five sections. The formulationThe numerical methods used in solving the hyperbolic
of all methods examined are given in Section 2. Using thesystem can be divided into the spatial and the temporal
linear scalar conservation law, the methods are theoreti-discretization. In the past few decades, numerous remark-
cally analyzed in Section 3. In Section 4, the methods areable works have been made to give the understanding
numerically tested with different examples. The conclu-and insight of the numerical procedures, e.g., [1–12]. But
sions are given in the Section 5.relatively few attention has been paid to the explicit time

marching methods. This may due to that the application 2. NUMERICAL PROCEDURE
of the explicit time marching method is rather straightfor-
ward. Several currently used methods such as the Euler In the conservation law form, the Euler equations can
forward method, the predictor–corrector method, and the be expressed as
Runge–Kutta method are regarded as well developed.
Since they are simple and, in general, accurate enough, Ut 1 F(U)x 5 0, (1)
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where U 5 [r, ru, rE ]T, F(U) 5 [ru, ru2 1 p, ruH ]T and and will not be explicitly mentioned. In Eqs. (3), (4), and
(5) the variables with a hat are the Roe-averaged values;for the ideal gas the constitute equation p 5 (c 2 1)

r(E 2 u2/2). To solve Eq. (1), the spatial derivative term those without a hat are the cell-averaged values.
To bring the spatial accuracy up to second order, theis first discretized and then the solution is advanced by

different time marching methods as described below. MUSCL approach is adopted. The interface values are
reconstructed as

2.1. The Spatial Discretization Wi11/2 5 Wi 1 !sdWi
(6)Since there are four kinds of time marching methods Wi21/2 5 Wi 2 !sdWi ,examined here. To make the results comparable to each

other, the spatial discretization is kept the same as possible.
where dW is the gradient of the state variables and evalu-For all methods, the fluxes at the cell interfaces are evalu-
ated with the appropriate limiter. Two limiters are exam-ated with Roe’s solver [5] as
ined in this paper and read

dfj 5 ave(uj 2 fj21 , fj11 2 fj ),FI 5
1
2

(F L 1 F R) 2
1
2 O

3

k51
uâku R̂k DVk . (2)

ave(a, b) 5Hmin mod(a, b), ab . 0

0, ab # 0,
(7a)The matrix R̂ is composed of the right eigenvectors of the

Jacobian matrix. For the ideal gas it reads
ave(a, b)

5Hmin modhmax mod(a, b), min mod(2a, ab)j, ab . 0

0, ab # 0.R̂ 5 3
1 1 1

û 2 ĉ û û 1 ĉ

Ĥ 2 ûĉ !s û2 Ĥ 1 ûĉ
4 , (3)

(7b)

and the vector DV is defined as In the following, we call Eq. (7a) the minmod limiter and
Eq. (7b) the superbee limiter [14]. By limiting the gradients,
the limiter adds a certain amount of dissipation to the
scheme. The minmod is the most dissipative and the super-
bee is the least dissipative. The difference between these

DV 5
1
ĉ2 3

1
2

(Dp 2 r̂ĉDu)

ĉ2 Dr̂ 2 Dp

1
2

(Dp 1 r̂ĉ Du)
4 . (4) limiters will be tested and discussed in Section 4. For consis-

tency in all methods described below, the limiter is applied
to the primitive variables, i.e., r, u, p.

The eigenvalues âk are the characteristic speeds û 2 ĉ, û 2.2. The Time Integration Methods
and û 1 ĉ, where the modification due to van Leer et al.

Four methods are tested in this paper, the discretized[13] is made to exclude the unphysical expansion shock.
formulations are given below. The Euler method (denotedThe modification is
as the E method hereafter) can be written as

U n11
i 5 U n

i 2 l(F n
i11/2 2 F n

i21/2), (8)

uâku* 5 5uâku, uâku $
1
2

dak

â2
k

Dak
1

1
4

dak , uâku #
1
2

dak ,

(5)
where l is the mesh ratio,

l 5 Dt/Dx. (9)
where Dak 5 aR

k 2 aL
k and dak 5 4 max(Dak , 0). The

subscript k represents the kth eigenvalue and the super- For simplicity, we use the U n
i and F n

i to represent the
numerical evaluations of U and F at position iDx and timescripts R and L stand for the right and left sides of the

interface. In Eq. (5) no free parameter needs to be tuned; nDt. To shorten the notation, the time or spatial indices
may be dropped whenever there is no ambiguity.the same modification is made to all the computations in

this paper. Hereafter, the superscript * will be dropped, Equation (8) is a spatially second-order scheme and tem-
porally a first-order scheme. The linear version of thisthe modification will be considered as a part of Roe’s solver
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scheme is linearly unconditionally unstable. However, as U (0) 5 U n

will be shown in the next section, with the TVD constraint
U (1) 5 U (0) 2 !sl(F̃ (0)

i11/2 2 F̃ (0)
i21/2)

(14b)imposed the nonlinear version of this scheme is condition-
ally stable. U (2) 5 U (0) 2 l(F̃ (1)

i11/2 2 F̃ (1)
i21/2)

The second method considered is the Hancock method
[15] (denoted as the H method hereafter) and given as U n11 5 U (2).

Again, the ˜ means the predictor step is incorporated.U n11 5 U n 2 l(F̃i11/2 2 F̃i21/2). (10)
However, in Eq. (14b) only half of a time step is forwarded
for each stage, so Eq. (12) becomesWhere F̃ 5 F(Ũ) and Ũ is evaluated by the predictor step.

For the predictor step, the primitive variables are used
instead of the conservative variables. Denote the primitive

W̃i 5 Wi 2
Dt

4Dx
AWdWi . (15)variables as

W 5 [r u p]T
, (11)

3. THE LINEAR SCALAR CONSERVATION LAW
the predictor step is

Before presenting the numerical results some theoretical
analysis is made here. Since the mathematic tool for the

W̃i 5 Wi 2
Dt

2Dx
AWdWi (12) analysis of nonlinear systems is still lacking, the linear

conservation law is used as the model equation. The equa-
tion isand the Jacobian matrix reads

u
t

1
f
x

5 0, (16)

AW 53
u r 0

0 u
1
r

0 rc2 u
4 . (13) where f 5 au, a is a constant, and only a . 0 is considered

in the following. The analysis for the case a , 0 follows
the same way.

Rewrite the E method, Eq. (8), for this case as
Note that, the gradient only needs be evaluated once, the
same value is used for both the predictor and corrector un11

i 5 un
i 2 l( f n

i11/2 2 f n
i21/2). (17)

steps. This will not affect the second-order accuracy, as
will be shown in the next section. The predictor step is

By Eq. (2) and (6) the numerical flux is now reducedmuch cheaper than the corrector step in computational
tocost.

Different types of the Runge–Kutta (RK) methods have
fi11/2 5 a(ui 1 !sdui) (18a)been successfully incorporated to solve the hyperbolic sys-

tem for steady or unsteady problems, e.g., [16, 17]. Here,
anda two-stage second-order method is considered and writ-

ten as
fi21/2 5 a(ui21 1 !sdui21). (18b)

U (0) 5 U n

As mentioned above, the gradient should be limited. For
U (1) 5 U (0) 2 !sl(F (0)

i11/2 2 F (0)
i21/2)

(14a) the following analysis, Eq. (7) is now reformulated as
U (2) 5 U (0) 2 l(F (1)

i11/2 2 F (1)
i21/2)

dfi 5 ave(fi 2 fi21 , fi11 2 fi)
(19)U n11 5 U (2)

5 (fi 2 fi21)w(ri),

where F (0) 5 F(U (0)) and F (1) 5 F(U (1)).
whereThe last method examined here is the one modified by

the authors, which is the combination of the above two
methods. In the RK method an H method is used to get ri 5

fi11 2 fi

fi 2 fi21
.

the state variables at each stage:
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FIG. 1. Solutions of Example 1: (a) with minmod limiter; (b) with superbee limiter. n 5 0.5 and Dx 5 0.05.

Using the notation Di21/2 f 5 fi 2 fi21 and wi 5 w(ri), Eq. Put Eq. (18) and (20) into Eq. (17); the fully discretized
equation reads(19) becomes

un11 5 un 2 n F1 1
1
2 Swi 2

wi21

ri21
DG Di21/2u, (22)

dfi 5 wi Di21/2f. (20a)

where n is the Courant number and is defined as

Similarly we can have

n 5 a
Dt
Dx

.

dfi21 5
wi21

ri21
Di21/2f. (20b) To shorten the formulas, define

C 5 wi 2
wi21

ri21
. (23)

So, Eq. (7) becomes

Harten [18] has been able to show that for Eq.(22) to be
TVD the sufficient conditions are

w(r) 5Hmin mod(1, r), r . 0,

0, r # 0;
(21a)

1 $ n(1 1 !sC) $ 0. (24)

Require the C to be bounded as uCu # a, the inequalityw(r) 5Hmin mod[max mod(1, r), min mod(2, r)], r . 0,

0, r # 0. (24) can be cast into

(21b)
1 $ n(1 1 !sa) (25a)

andOne may note that, in real computations Eq. (7) is used
instead of Eq. (21). Since Eq. (21) is not defined when
fi 2 fi21 5 0; this difficulty will not happen with Eq. (7). n(1 2 !sa) $ 0. (25b)
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FIG. 2. Solutions of Example 2: (a) with minmod limiter; (b) with superbee limiter. n 5 0.5 and Dx 5 0.05.

The sufficient conditions for Eq. (22) to be TVD thus n # 1 (30a)
become

n #
2

2 1 a
(30b)

a # 2 (26a)

n #
a 1 2 2 Ïa2 1 4

a
, (30c)

and

where conditions (30a), (30b), and (30c) are subject to the
n #

2
2 1 a

. (26b)
methods H, RK, and M, respectively. Equation (26a) also
must hold simultaneously with Eqs. (30). The bound of C
can be found for different limiters; for Eq. (21a), a 5 1Similarly, the discretized equations for other methods are
and for (21b), a 5 2. Due to Eq. (26a) it is clear that the
superbee limiter is the upper bound for the methods to be

un11 5 un 2 nS1 1
1 2 n

2
CDDi21/2u (27) TVD, where the lower bound is required by the second-

order accuracy (see [8]). Also note that, Eqs. (28) and (29)
contain the nonlinear combination of the n and C; Eqs.

un11 5 un 2 nS1 1
C

2DF1 2
n
2S1 1

C

2DGDi21/2u (30b) and (30c) only give the most restrictive conditions.
In real computations we have found that with the Courant
number larger than the ones restricted by Eq. (30b) or

2
n2

2 S1 1
C

2D2

Di22/3u (28) (30c) the methods can still be stable. But for the E and H
methods, conditions (26b) and (30a), together with (26a),
must be satisfied.

un11 5 un 2 nS1 1
2 2 n

4
CDF1 2

n
2S1 1

2 2 n
4

CDGDi11/2u Using the linear average for the gradient in Eq. (18),
that is

2
n2

2 S1 1
2 2 n

4
CD2

Di22/3u, (29)
dui 5

ui11 2 ui21

2
. (31)

where Eqs. (27), (28), and (29) correspond to the H, RK,
and M methods, respectively. The CFL-like condition for The unlimited (linear) form of the above methods can be

achieved. The procedure is, although tedious, straightfor-different methods can be found as
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FIG. 3. Solutions of Example 3 at t 5 6.1 3 1023: (a) E method; (b) H method; (c) RK method; (d) M method. n 5 0.5 and Dx 5 0.05.

ward. Inserting the Taylor series expansion into the full 4. NUMERICAL TEST
discretized equations, which are now linear, the truncation

EXAMPLE 1. The methods are first tested against theerrors of all methods can be easily found. The H and
Eq. (16). Set a 5 1, Dx 5 0.05, and give the initial condi-RK methods are second-order accurate. The lowest order
tion astruncation error of the E method is 2naDxuxx /2, while it is

naDxuxx /4 for the M method. As mentioned in the previous
section, in its linear version the E method is uncondition-
ally unstable.

u(x, 0) 5 0, 0 # x , 4

u(x, 0) 5 1, 4 # x # 6

u(x, 0) 5 0, 6 , x # 10.

(31)
Surprisingly, the M method, being the most complicated

one considered here, is only first-order accurate. However,
this extra dissipation term could be helpful in eliminat-
ing the spurious oscillation, as will be shown in the next The periodic boundary condition is imposed at the both

ends; Fig. 1 shows the results after the wave has turned asection.
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FIG. 4. Solutions of Example 4 at t 5 3.9 3 1023: (a) E method; (b) H method; (c) RK method; (d) M method. n 5 0.5 and Dx 5 0.05.

full cycle. The Courant number is chosen so that all meth-
u(x, 0) 5 sin Sf

5
xD, 0 # x # 10. (32)ods are TVD. In Fig. 1a the minmod limiter is used, while

in Fig. 1b the superbee limiter is used. According to Sweby
[8], these two limiters are the upper and lower bounds of

Again, the minmod and superbee limiter is incorporated
the second-order TVD schemes; other limiters perform

in Figs. 2a and 2b, respectively. One may note that, the
somehow in between. It can be clearly seen in Fig. 1 that

stair-like solution of the E method does not mean it is not
the M method is too dissipative compared with the other

TVD. Besides the analysis in the previous section, the total
methods. Interestingly, the best results are given by the E

variation is actually summed in the computations and it is
method, which is only first order in time and takes the

not increasing. The computation has been continued to let
least computational effort.

the wave turn more cycles; the local extremas are well
bounded. Since the stair-like solution is not acceptable,EXAMPLE 2. Use the setting as in the previous example,

Fig. 2 gives the results with the initial condition one way to cure this is by using a much smaller Courant
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FIG. 5. Solutions of Example 5 at t 5 1.2 and t 5 2.4: (a) H method; (b) RK method; (c) M method. n 5 0.5 and Dx 5 0.05.

number. Thus, the attractiveness of the E method is lost. to the results of the H or RK method with the minmod
limiter.As pointed out in [8] the superbee limiter will turn a sine

wave into a square wave. This is also observed in our work Now we turn our attention to the Euler equations, i.e.,
Eq. (1). For the 1D inviscid compressible flows, the exactfor the E, H, and RK methods. However, since the M

method is more dissipative near a local extremum, the solution exists for the Reimann problem. So the numerical
results can be tested without ambiguity.wave form is kept even with the superbee limiter.

From the above tests, we conclude that the M method
EXAMPLE 3. The first case tested is Sod’s problem withis more dissipative near the local extrema; the extrema

the initial conditionsneed not be discontinuities. The H and RK methods are
approximately equivalent to each other, with the RK
method being more computationally expensive than the r 5 1, u 5 0, p 5 1 3 105, x # 0,

r 5 0.125, u 5 0, p 5 1 3 104, x . 0;H method. Considering the effects of different limiters,
the minmod limiter always give more diffusive results
for all methods, while the results of the M method Dx 5 0.05 and n 5 0.5 are used for this and the next three

cases. In this case the discontinuity is rather weak; thewith the superbee limiter are approximately equivalent



EXPLICIT TIME MARCHING METHODS 199

FIG. 6. Solutions of Example 6 at t 5 2.6 3 1023: (a) with superbee limiter; (b) with minmod limiter. n 5 0.5 and Dx 5 0.05.

results are shown in Fig. 3. In Fig. 3a, the results of the E r 5 400, u 5 0, p 5 500, x # 0,

r 5 1, u 5 0, p 5 1, x . 0.
method with the superbee limiter show the evident oscilla-
tion, while much better results are achieved with the min-
mod limiter. For the E method with the superbee limiter,
reducing the Courant number cannot eliminate the oscilla- Figure 5 presents the results by different methods at t 5
tion effectively. Although not shown here, with n 5 0.25 1.2 and t 5 2.4. The results of the E method are no longer
the results are still oscillatory. shown, since they are not comparable with the results of

The CPU time is also recorded for different methods. other methods. The over- and undershoots are now more
Take the CPU time for the E method as 1 unit. For evident for the H and RK methods with the superbee lim-
each time step, the H method takes 1.0675 units, the RK iter, while the minmod limiter is effective in eliminating
method takes 1.9656 units, and the M method takes the oscillation. We have found from the numerical test
2.143 units. that, with the superbee limiter, reducing the Courant num-

ber can only reduce the amplitude of the oscillation; itEXAMPLE 4. For the second case we consider the
cannot eliminate it. A leading error of the shock positionstronger discontinuity with the initial conditions
can also be observed in Fig. 5. However, this error does
not change with respect to time, so the wave speeds should
be correct.r 5 1, u 5 0, p 5 1 3 105, x # 0,

r 5 1 3 1022, u 5 0, p 5 1 3 103, x . 0. Note that until now the same limiter gives approximately
the same shock profile for all methods. With different
limiters the shock is only slightly deviated. In all cases

Figure 4 shows the results of different methods with two tested above, the wave speeds are correctly predicted.
limiters. Again, the E method cannot give satisfactory re-

EXAMPLE 6. Consider the case with extremely strongsults. Resolution of the shock is about the same for all
discontinuity for the initial condition set asmethods, while for the M method the contact discontinuity

is slightly more diffusive than those by other methods.
When using the superbee limiter there are over- and under- r 5 1, u 5 0, p 5 1 3 105, x # 0,

r 5 1 3 1024, u 5 0, p 5 1 3 101, x . 0.shoots near the contact discontinuity for all methods.
However, these shoots are scarcely noticeable for the M
method.

The results are shown in Fig. 6.
This is the only case in which we see a significant errorEXAMPLE 5. This case is used by Kim and Liu [19] and

called the ‘‘strong shock problem’’ by them. Using the same of the shock position. With the superbee limiter the H
method shows a leading error and the RK method showsvalues as in [19], the initial conditions are
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FIG. 7. Solutions of Example 6 at t1 5 2 3 1023, t2 5 4 3 1023, and t3 5 8 3 1023: (a) with superbee limiter; (b) with minmod limiter. n 5 0.25
and Dx 5 0.05.

a lagging error. When using the minmod limiter all methods methods with the superbee limiter. However, with the min-
mod limiter, there are no improvements of the shock posi-get approximately the same leading error of the shock

position, which is larger than the ones with the superbee tion. From Fig. 7b, one may note that the error of the
shock position is linearly proportional to the time; thislimiter.

To further explore this problem, the case has been run implies the shock speed is incorrectly predicted. In Fig. 7a
there are lagging errors at the early times but they slowlyfor a longer time with a smaller Courant number n 5 0.25.

The results at different times are shown in Fig. 7. The approach the leading error for all methods.
Since we could not analyze the nonlinear system equa-error of the shock position is significantly reduced for all
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FIG. 8. Solutions of Example 7 at t 5 1.8: (a) H method; (b) M method. n 5 0.5 and Dx 5 0.0125.

tions, the true reason of the error is not clear. For a linear 5. CONCLUSIONS
scheme, the Von Nuemann analysis can be used to address

Four methods are examined and numerically tested inthe phase error. But the problem only shows up in this
this paper. To compare these methods, not only the qualityexample; it must be associated with the extremely strong
of the results but also the computational efficiency shoulddiscontinuity, i.e., high nonlinearity. The Von Neumann
be considered. The H method only takes about 7% moreanalysis has been made for the linear versions of these
CPU time than the E method for each time step. Thismethods; no conclusive results were obtained. The only
7% CPU time can be easily compensated by using largerrecommendation we can make so far is to use the superbee
Courant numbers for the H method; compare Eq. (26b)limiter, together with a small Courant number when such
with Eq. (30a). The H method performs much better thanstrong discontinuity is encountered. Further investigation
the E method. One may consider the H method betterof this phenomenon is needed.
than the E method. The difference between the RK and

EXAMPLE 7. The above cases are rather ‘‘simple’’ in M methods is quite similar to the difference between the
the flow patterns, a more ‘‘complex’’ case is tested here. E and H methods. Although the M method takes more
This case is used by Shu and Osher [17] and the initial CPU time than the RK method, larger Courant numbers
conditions are can be used for the M method; compare Eqs. (30b) and

(30c). The H and RK methods get similar results in most
cases, but the RK method is much more time consumingr 5 3.857143, u 5 2.629369, p 5 10.33333, x , 24,

r 5 1 1 0.2 sin 5x, u 5 0, p 5 1, x $ 24;
than the H method. The choice is mainly between the H
and M methods.

The H method is very good for a complex flow with
weak discontinuity, as shown in Example 7. But when thethe results are shown in Fig. 8. For this case 800 cells are

used. Since there are no exact solutions for this example, discontinuity gets stronger, a more dissipative limiter is
needed to eliminate the spurious oscillation. As mentionedthe readers may refer to [17], where third-order results are

presented. As expected, the M method gives more diffusive before, the selection of the limiter is problem dependent.
It is up to the user’s knowledge to make the appropriateresults than the H method for the high frequency oscillation

behind the shock. But for the rest the solutions are almost choice. In another way, one unique character of the M
method is that it can stick with one limiter, the superbeeidentical. However, the results for the M method with the

superbee limiter are still incomparable with the results by limiter.
When extremely strong discontinuity is encountered thethe H method with the minmod limiter.
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